Inferring stochastic regular grammars with recurrent neural networks
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Abstract. Recent work has shown that the extraction of symbolic rules improves the generalization performance of recurrent neural networks trained with complete (positive and negative) samples of regular languages. This paper explores the possibility of inferring the rules of the language when the network is trained instead with stochastic, positive-only data. For this purpose, a recurrent network with two layers is used. If instead of using the network itself, an automaton is extracted from the network after training and the transition probabilities of the extracted automaton are estimated from the sample, the relative entropy with respect to the true distribution is reduced.

1 Introduction

A number of papers [1, 2, 3, 4] have explored the ability of second-order recurrent neural networks to infer simple regular grammars from complete (positive and negative) training samples. The generalization performance of a finite state automaton extracted from the trained network is better than that of the network itself [1, 2, 5]. In most cases, they find that once the network has learned to classify all the words in the training set, the states of the hidden neurons visit only small regions (clusters) of the available configuration space during recognition. These clusters can be identified as the states of the inferred deterministic finite automaton (DFA) and the transitions occurring among these clusters when symbols are read determine the transition function of the DFA. Although automaton extraction remains a controversial issue [6], it has recently been has shown [7] that a recurrent neural network can robustly model a DFA if its state space is partitioned into a number of disjoint sets equal to the number of states in the minimum equivalent automaton. An automaton extraction algorithm can be found in [5]. The extraction is based on partitioning the configuration hypercube \([0, 1)^N\) in smaller hypercubes, such that at most one of the clusters falls into each defined region. An improved algorithm which does not restrict clusters to point-like form is described in [8].

However, complete samples, which include both examples and counterexamples, are scarce and, in most cases, only a source of random (or noisy) examples is available. In such situations, inferring the underlying grammar will clearly improve the estimation of the probabilities, above all, for those strings which do
not appear in the sample. In this paper, the possibility of extracting symbolic rules from a recurrent network trained with stochastic samples is explored. The architecture of the network is described in next section, and it can be viewed as an Elman net [9] with a second-order next-state function, as used in [8]. The related work of [10] uses an Elman architecture to predict the probability of the next symbol, but it does not address the question of what symbolic representation is learned by the net. An alternate, algorithmic approach to the inference of stochastic regular languages can be found in [11].

2 Network architecture

Assume that the input alphabet has $L$ symbols. Then, the second-order recurrent neural network consists of $N$ hidden neurons and $L$ input plus $L + 1$ output neurons, whose states are labeled $S_k$, $I_k$ and $O_k$ respectively (see Fig. 1).

The network reads one character per cycle (with $t = 0$ for the first cycle) and the input vector is $I_k = \delta_{kl}$ when $a_l$ (the $l$-th symbol in the alphabet) is read\footnote{The Kronecker’s delta $\delta_{kl}$ is 1 if $k = l$ and zero otherwise.}. Its output $O_k^{[t+1]}$ represents the probability that the string is followed with symbol $a_k$ for $k = 1, \ldots L$ and $O_k^{[t+1]}$ represents the probability that the string ends there. The dynamics is given by the equations:

$$O_k^{[t]} = g \left( \sum_{j=1}^{N} V_{kj} S_j^{[t]} \right)$$

$$S_i^{[t]} = g \left( \sum_{j=1}^{N} \sum_{k=1}^{L} W_{ijk} S_j^{[t-1]} I_k^{[t-1]} \right)$$

where $g(x) = 1/(1 + \exp(-x))$.

The network is trained with a version of the Real Time Recurrent Learning (RTRL) algorithm [12]. The contribution of every string $w$ in the sample to the energy (error function) is given by

$$E_w = \sum_{t=0}^{\|w\|} E_w^{[t]}$$

where

$$E_w^{[t]} = \frac{1}{2} \sum_{k=1}^{L+1} \left( O_k^{[t]} - I_k^{[t]} \right)^2$$

$I_k^{[t]} = \delta_{k,L+1},$ and $I_k^{[t]} = 0$ for $t < \|w\|$. It is not difficult to prove that this energy has a minimum when $O_k^{[t]}$ is the conditional probability of getting symbol $a_k$ after reading the first $t$ symbols in $w$. Because a probability one (or zero) is difficult to learn, a contractive mapping $f(x) = \epsilon + (1 - 2\epsilon)x$, with $\epsilon$ a small
positive number, is applied to inputs (outputs are correspondingly expanded). This mapping does not affect the essentials of the formalism presented here.

Usually, the weights are set to random values and then learned, but the initial states of the hidden neurons \( s_i^{[0]} \) cannot change during training. As remarked in [13], there is no reason to force the initial states to remain fixed, and the behavior of the network improves if they are also learned. This is even more important here, because the predicted probability \( O_i^{[n]} \) depends on the states \( S_i^{[n]} \), while in a mere classification task it suffices that the accepting states are in the acceptance region and the rest in the non-acceptance region. In order to keep \( S_i^{[n]} \) within the range \([0,0,1.0]\) during gradient descent, one rather defines the net inputs \( \sigma_i^{[n]} \) such that \( S_i^{[n]} = g(\sigma_i^{[n]}) \) and take \( \sigma_i^{[0]} \) as the parameters to be optimized.

Therefore, all parameters \( V_{kj}, W_{ijk} \) and \( \sigma_i^{[0]} \) are initialized to small random
values before training, but then learned together. Every parameter $P$ is updated according to gradient descent:

$$
\Delta P = -\alpha \frac{\partial E}{\partial P} + \eta \Delta' P
$$

(5)

with a learning rate $\alpha$ and a momentum term $\eta$. The value $\Delta' P$ represents the variation of parameter $P$ at previous iteration.

The contribution of every symbol in $w$ to the energy derivative is:

$$
\frac{\partial E[w]}{\partial P} = \sum_{b=1}^{L+1} \left( O_b^{[t]} - I_b^{[t]} \right) O_b^{[t]} (1 - O_b^{[t]}) \left( \sum_{a=1}^{N} \left( \frac{\partial V_{ba}}{\partial P} S_a^{[t]} + V_{ba} S_a^{[t]} (1 - S_a^{[t]}) \frac{\partial \sigma_a^{[t]}}{\partial P} \right) \right)
$$

(6)

where the derivative of the sigmoid function $g'(x) = g(x)(1 - g(x))$, was used.

The derivatives with respect to $V_{k,j}$ may be evaluated in a single step:

$$
\frac{\partial E[w]}{\partial V_{k,j}} = (O_k^{[t]} - I_k^{[t]} ) O_k^{[t]} (1 - O_k^{[t]}) S_j^{[t]}
$$

(7)

However, the derivatives with respect to $\sigma_j^{[t]}$ and $W_{ij,k}$ are computed in a recurrent way, using the following equations:

$$
\frac{\partial \sigma_a^{[t]}}{\partial \sigma_j^{[t]}} = \delta_{i,j}
$$

(8)

$$
\frac{\partial \sigma_a^{[t]}}{\partial W_{ij,k}} = \delta_{i,m} S_j^{[t-1]} I_k^{[t-1]} + \sum_{a=1}^{N} S_a^{[t-1]} (1 - S_a^{[t-1]}) \sum_{b=1}^{L} \frac{\partial \sigma_a^{[t-1]}}{\partial W_{ij,k}} I_b^{[t-1]}
$$

(9)

$$
\frac{\partial \sigma_a^{[t]}}{\partial W_{ij,k}} = \delta_{i,m} S_j^{[t-1]} I_k^{[t-1]} + \sum_{a=1}^{N} S_a^{[t-1]} (1 - S_a^{[t-1]}) \sum_{b=1}^{L} \frac{\partial \sigma_a^{[t-1]}}{\partial W_{ij,k}} I_b^{[t-1]}
$$

(10)

$$
3 \text{ Results and discussion:}
$$

The behavior of the network has been checked using the following stochastic deterministic regular grammar:

$$
S \rightarrow 0S \ (0.2) \\
S \rightarrow 1A \ (0.8) \\
A \rightarrow 0B \ (0.7) \\
A \rightarrow 1S \ (0.3) \\
B \rightarrow 0A \ (0.4) \\
B \rightarrow 1B \ (0.1)
$$

(12)
where the numbers in parenthesis indicate the probability of the rules. The end-of-string probability for a given variable is the difference between 1 and the sum of the probabilities of all rules with that variable on the left. Two input neurons ($L = 2$) and three output neurons (corresponding to 0, 1 and end-of-string respectively) were used, while the number of hidden neurons in the network was set to $N = 4$. The network was trained with 800 random$^2$ examples generated by grammar (12) and all of them were used at every iteration of the learning algorithm. The learning rate was $\alpha = 0.004$ and the momentum term $\eta = 0.2$. The training process for a given sample involved 1000 iterations. Figure 2

\begin{figure}[h]
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\caption{Configuration space after training with 800 examples.}
\end{figure}

shows a typical section of the configuration space $[0.0, 1.0]^N$ for a trained net. Every point represents a vector $S[1]$, generated for all words of length up to 10. As seen in the figure, only some regions are visited and three clusters appear corresponding to the three variables in the grammar. Clusters were observed in all the experiments.

$^2$ The sample contained an average of 200 different strings.
Fig. 3. Output probabilities after training.

In Fig. 3, the projection to the output space \((O_1, O_2, O_3)\) is plotted. The clusters map into the regions around \((0.2, 0.8, 0.0), (0.7, 0.3, 0.0)\) and \((0.4, 0.1, 0.5)\), in agreement with the true probabilities. Note that, even if not required by the model, the sum of all three components is approximately 1. Note also that due to the contractive mapping (we take \(\epsilon = 0.1\) one gets some values slightly below zero which should be treated as rounding errors. As observed in the picture, the trained network is able to predict the probability of the next symbol with good
A measure of the similarity between the probability distribution $p_{\text{net}}(w)$ estimated with the trained network and the one defined by (12), $p_{\text{gram}}(w)$, is given by the relative entropy or Kullback–Leibler distance [14]:

\[
d(p_{\text{gram}}, p_{\text{net}}) = \sum_w p_{\text{gram}}(w) \log_2 \frac{p_{\text{gram}}(w)}{p_{\text{net}}(w)}
\]

(13)

which gave an average value of 0.05 bits in 10 experiments (obtained by summing for all strings $w$ in canonical order until convergence is reached). However, when the transition diagram of the automaton was extracted from the network (using the algorithm in [5]) and its transition probabilities were estimated using the statistics of the sample, the distribution $p_{\text{ext}}(w)$ generated by this stochastic automaton reduced the average distance $d(p_{\text{gram}}, p_{\text{ext}})$ to 0.0015 bits (this distance may be computed exactly using a generalization of the method described in [14] for stationary Markov chains). Therefore, the automaton extracted from the network with experimentally estimated transition probabilities outperforms the network in modeling the stochastic language. It should be emphasized that generalization performance is not assessed here by using a test set, but by comparing the inferred model (either the network or an automaton extracted from it) to the grammar that was used to generate the synthetic sample. The distances obtained above may be shown to be very small when compared to $d(p_{\text{gram}}, p_{\text{ext}})$ (with $p_{\text{ext}}$ the actual frequencies observed in the sample), which is 1.2 bits in this case\(^3\); this gives another indication of the degree of generalization attained by the inference process. The results obtained for other grammars of similar complexity are comparable.

4 Conclusions and future developments

The generalization performance of a second-order recurrent neural network when trained with stochastic samples of regular languages has been studied. It is found that clusters appear in the internal state space which correspond to the states in the finite automaton used to generate the sample. If the probabilities are estimated with the extracted automaton, the distance between the predicted probability distribution and the true one reduces substantially with respect to the distance between the network’s estimate and the true distribution; it also has to be noted that both distances are negligible compared to the distance between the sample and the true distribution. This last fact shows by itself the generalization ability of the inference method. The results suggest that second-order recurrent neural networks may become suitable candidates for modeling stochastic processes when grammatical algorithms are not yet developed.

We are currently studying the application of the more rigorous automaton extraction algorithm of [8] to our networks, as well as the effect of having a finite sample that gives an incorrect estimation for under-represented strings on the quality of the internal representation inferred by the network.

\(^3\) The distance $d(p_{\text{gram}}, p_{\text{ext}})$ is infinity due to the fact that the sample is finite.
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